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Problem formulation
Setting
• Training data 

• Unseen test point

• Point prediction

Goal
• construct prediction interval         that contains              with high probability

Desiderata

• Distribution-free (no assumptions on parametric form of data distribution)
• Efficiency (        should be as tight as possible to be informative as a measure of uncertainty)
• No data-splitting (use all available data for training)

given miscoverage ratemarginal coverage
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(Full) conformal prediction

Check if

• Postulate target for test input

• Fit model on                     leading to

Exchangeability assumption

Symmetrical algorithm
(test point treated in same way as training data)

& compute residuals

• Compute rank:

if Yes: include      in if No: discard 

Repeat for every 
Repeat for new test point  

High computational cost!
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Accelerating conformal prediction

• Split-CP as a special case of Full-CP

• Certain model classes (e.g., ridge1, Lasso2, k-NN3) lead to computational shortcuts 

• Approaches based on homotopy continuation techniques4 and algorithmic stability5

• Approaches that trade-off validity for efficiency by approximating retraining step from a single 
trained model on         6

1Nouretdinov et al., 2001   2Lei, 2019    3Papadopoulos et al., 2011   4Ndiaye & Takeuchi, 2019     5Ndiaye, 2022    
6Martinez et al., 2023

Influence function [Jaeckel, 1972; Koh & Liang, 2017]

Limitation: for regression, need to use a finite grid imposing computation-precision trade-off

This work: adapts [Martinez et al., 2023] for regression by extending conformal ridge regression1
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Approximating FCP via Gauss-Newton influence (ACP-GN)

Newton-step influence [Pregibon, 1981; Beirami et al., 2017] 
with Gauss-Newton approximation (”GN-influence”)

• Recovers conformal ridge regression as special case unlike [Martinez et al., 2023]

• Approximate scores by piecewise linear function of postulated label

• Obtain exact form of prediction set by applying ridge regression confidence machine1 
procedure on 

1Nouretdinov et al., 2001

with
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ACP-GN gains in limited-data regimes
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