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I. Gaussian prior → Bayesian Aggregation [Volpp et. al., 2020]

Sum-Decomposition Network

We enrich the latent variable of Neural Processes 
with structured priors (e.g. with multiple modes, 
heavy-tails, etc.) and provide a framework that 
directly translates such distributional assumptions 
into an aggregation strategy for the context set.

II. Mixture of Gaussian prior → Mixture Bayesian Aggregation

III. Heavy-tail assumptions → Robust Bayesian Aggregation

NP-BAOriginal Task
NP-rBA

NP+SA Increasing steps

o Coordinate-wise updates remain fully-differentiable and we 
backprop through the unrolled steps for gradient-based learning
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Neural Processes as Meta-Learning Approximate Inference

Taken from: https://yanndubs.github.io/Neural-Process-Family/

Train on many, 
small datasets with 
context-target splits

Rapidly adapt to new tasks 
at test-time given context 
set

o Seek to learn an approximate distribution 
over task-specific variables (via 
amortization) which gives rise to a 
posterior predictive

o Train all parameters end-to-end using 
lower-bound to conditional marginal 
likelihood across all tasks.

Standard multi-task LVM

global parameters 
(shared)

task-specific 
latent variable
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Permutation-
invariant 
aggregation 
operation 

Additional 
network to map 
to variational 
parameters

NN amortized 
wrt context 
points
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Structured Inference Network
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Aggregation 
operation directly 
follows from 
distributional 
assumptions

No need for 
additional network 
since aggregation 
occurs directly in 
space of latent 
variables

Reframe context 
embeddings as 
neural sufficient 
statistics, which 
is aggregated 
alongside prior
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PGM factors

NN factors Prior

PGM

Aggregation
=

Conjugate-
computations

Bayesian Context Aggregation

PGM:

PGM:

Aggregation 
= 

Coordinate-
ascent VI

Weighted aggregation

Aggregation
=

Conjugate-
computations

o Conjugate case:

o Also extends to the non-conjugate setting by maximizing the lower-
bound

Experiments

(Image completion – EMNIST)

Boost with 
increasing number 
of mixture 
components

Self-attention

o We compare against NP-based models with a single latent path (i.e. no 
deterministic path) and without task-specific contextual representations (e.g. ANP)

Pixel corruptions to 
context set at test-time


